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Molecular-dynamics simulations of the thermal glass transition in polymer melts:
a-relaxation behavior

Christoph Bennemann, Wolfgang Paul, and Kurt Binder
Institut für Physik, 55099 Mainz, Germany

Burkhard Dünweg
MPI für Polymerforschung, Ackermannweg 10, 55128 Mainz, Germany

~Received 11 August 1997!

We present molecular-dynamics simulations of the thermal glass transition in a dense model polymer liquid.
We performed a comparative study of both constant volume and constant pressure cooling of the polymer melt.
Great emphasis was laid on a careful equilibration of the dense polymer melt at all studied temperatures. Our
model introduces competing length scales in the interaction to prevent any crystallization tendency. In this first
manuscript we analyze the structural properties as a function of temperature and the long time ora-relaxation
behavior as observed in the dynamic structure factor and the self-diffusion of the polymer chains. Thea
relaxation can be consistently analyzed in terms of the mode coupling theory of the glass transition. The mode
coupling critical temperatureTc , and the exponentg defining the power law divergence of thea-relaxation
time scale, both depend on the thermodynamic ensemble employed in the simulation.
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I. INTRODUCTION

Understanding the glass transition in supercooled ma
als is a great challenge in condensed matter theory@1,2# and
also of high technological importance@3#. Polymers consti-
tute a class of materials with a very small crystallizati
tendency. The ubiquity of amorphous polymeric materi
has made them a longstanding focus of the experime
characterization of the glass transition@4# and of efforts to
derive models of this transition@5#. Traditionally this work
focused on the temperature range in which the typical re
ation times in the material are macroscopic, i.e., in the ra
of seconds.

With the development of the mode coupling theo
~MCT! of the glass transition@2,6–9#, interest was shifted to
the temperature regime of the supercooled liquid and re
ation times in the ns–ms range. This ignited a tremendou
effort over the last decade@10–12# on the side of experimen
and computer simulations to test the predictions and rang
validity of this theory on all kinds of glass forming material
Originally this theory was developed for hard sphere liqui
but it has been applied to and claimed to have been teste
as diverse materials such as colloids@13,14#, ionic glasses
@15#, molecular liquids@16#, and polymers@17#. The emerg-
ing picture seems to be that the theory can be applied
situations where the glass transition is determined by
repulsive part of the intermolecular interactions, i.e., wh
there are no site specific attractive interactions which co
give rise, for instance, to network formation like in SiO2.

On the computer simulation side, there has been a v
detailed test of MCT on a mixture of Lennard-Jones partic
@18–20#, which belongs to the class of materials discuss
above. The glass transition in polymer melts has been s
ied in great detail with Monte Carlo simulations of the bo
fluctuation model@21–27#, which can also be applied to th
modeling of real polymers@28#. The combination of lattice
571063-651X/98/57~1!/843~9!/$15.00
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model and Monte Carlo methods necessarily means tha
general one studies the glass transition at a constant volu
and that one completely neglects inertia effects in the sh
time dynamics. Any motions on scales smaller than a lat
spacing are completely eliminated, of course. Both of th
drawbacks can be remedied by resorting to a molecu
dynamics simulation of a continuum model. Work in th
direction mainly used atomistic polyethylenelike mode
Early work @29,30# focused on the glass transition as a ph
nomenon of macroscopic time scales, observing the brea
the dependence of the specific volume on temperature.
study, as well as later work@31,32#, used high quenching
rates, losing one of the main advantages of such polym
glass formers, namely, the ability to equilibrate chain conf
mations and local packing in the amorphous state with
intervening crystallization tendencies. In the series of wo
@30–32#, no systematic study of quenching rate effects or
degree of equilibration at different temperatures was repo
on. In particular, for the dynamic structure factor, it has be
shown @22,23# that the observed behavior depends stron
on the degree of equilibration one has achieved.

Thus we decided to perform a systematic study of
glass transition in a polymer melt using a simple coar
grained polymer model in the continuum consisting
Lennard-Jones particles connected by nonlinear springs@33#.
This model can be equilibrated with respect to local pack
and chain conformations down to temperatures well in
regime of the supercooled liquid. All our results on the d
namic properties of the polymer melt are therefore equi
rium dynamics. We also decided to simulate this model
der constant volume~NVT! as well as constant pressu
~NpT! conditions to study the difference and similarities
the glass transition in these ensembles. Since both coo
methods follow different paths in the state space of
model, we expect quantitative differences between the ob
vations at constant volume and constant pressure, a
843 © 1998 The American Physical Society
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844 57BENNEMANN, PAUL, BINDER, AND DÜNWEG
qualitatively similar behavior, as was seen experimenta
@34#. For a direct quantitative comparison one would ne
for instance, a whole set of constant pressure cooling cur

The remainder of this paper is organized as follows.
Sec. II, we will discuss our model and the simulation pro
dure for the NVT as well as NpT simulations. Section
will present a comparison of the static properties of the m
in the NVT and NpT simulations. In Sec. IV, we will discus
our results for thea-relaxation dynamics as observed in t
dynamic structure factor and the self-diffusion of the po
mer chains. Section V will present our conclusions. A d
tailed analysis of theb-relaxation regime predicted by mod
coupling theory along the lines of Refs.@22,23# will be pre-
sented in a forthcoming work.

II. MODEL AND SIMULATION TECHNIQUE

For modeling the intermolecular and intramolecu
forces, we used a bead-spring model derived from the
suggested by Kremer and Grest@33#, and also used in severa
recent simulations@35,36#. However, here we also include
the attractive part of the Lennard-Jones potential, since
vious work @24,25# had showed that without such an attra
tion the model would produce a negative thermal expans
coefficient.

Each chain consisted of ten beads with massm set to
unity. Between all monomers there acted a trunca
Lennard-Jones potential

ULJ~r i j !5H 4eF S s

r i j
D 12

2S s

r i j
D 6G1C: r i j ,2321/6s

0: r i j >2321/6s,
~1!

whereC was a constant which guaranteed that the poten
was continuous everywhere. Since it was not our aim
simulate a specific polymer, we used Lennard-Jones u
wheree ands are set to unity. Note that this means that
quantities are dimensionless. In addition to the Lenna
Jones potential, a finitely extendable nonlinear ela
~FENE! backbone potential was applied along the chain

UF~r i j !52
k

2
R0

2 lnF12S r i j

R0
D 2G . ~2!

The parameters of the potential were set tok530 and
R051.5, guaranteeing a certain stiffness of the bonds w
avoiding high frequency modes~which would require a
rather small time step for the integration! and chain crossing
Furthermore, with these parameters we set the favored b
length to a value slightly lower than the length favored
the Lennard-Jones potential. Thus we introduced two dif
ent incompatible length scales in our system, which sho
help to prevent the emergence of long range order at lo
temperatures.

All simulations in the NVT ensemble were performed u
ing a Nose´-Hoover thermostat@37,38# to keep the tempera
ture at the desired level. In this technique the model sys
is coupled to a heat bath which represents an additional
gree of freedom represented by the variablez. The equations
of motion are
y
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dt
5

pi

mi
, ~3!

dpi

dt
5Fi2zpi , ~4!

dz

dt
5

1

Q S (
i

pi
2

mi
2gkBTD , ~5!

where Fi is the total force acting on particlei due to the
potentials described above, andQ represents the mass of th
heat bath, whileg is the number of degrees of freedom. No
that z fluctuates around zero, and can thus become nega
The massQ has to be chosen with great care@39,40#, since
otherwise one may not obtain a canonical distribution. If,
example,Q is very large, the kinetic energy and therefore t
temperature starts to oscillate with an undesired large am
tude. Instead of a canonical distribution one then obtain
two-peaked distribution. In principle, any problems could
avoided by using a chain of thermostats@41#, but that would
have worsened the computational effort and was thus
carded. For optimal results the intrinsic frequency of the h
bath should be approximately equal to the intrinsic freque
of the model system, a theoretical estimate of which w
obtained by calculating the frequency of a particle in a
lattice subjected to Lennard-Jones potentials. The intrin
frequency of the heat bath is given by@40#

1

vs
52pA Q

2gkBT
. ~6!

Settingvs equal to the theoretically obtained frequenc
and rearranging this equation, yields an expression forQ.
Note thatQ depends explicitly on the temperature, and the
fore had to be adjusted for every simulation temperatu
During all simulations no suspicious behavior due to t
choice ofQ was observed. We also performed several Mo
Carlo ~MC! simulations using both a continuum configur
tional bias method@42,43# and so-called smart reptatio
which were carried out at the temperatureT51.0 in order to
check the validity of the molecular-dynamics~MD! algo-
rithm and to investigate whether this could be a potentia
faster means for obtaining equilibrated configurations. F
the dense melts we studied we found, however, that the f
est way to equilibrate the system was to use our standard
algorithm. The measured static properties, as obtained in
MC simulations, were in good agreement with the measu
static properties of the configurations produced with
molecular-dynamics algorithm. Furthermore, the obtain
energy distributions were similar. To check what influen
the Nose´-Hoover thermostat has on the Newtonian dyna
ics, we also carried out some simulations in the microcano
cal ensemble, and compared the results to the results o
simulations with Nose´-Hoover thermostat. Both method
lead to the same results; for example, the velocity autoco
lation function of the two simulations were identical~Fig. 1!.
This means that the thermostat only has a weak influence
the Newtonian dynamics, although one is able to tune
temperature with it very effectively.
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57 845MOLECULAR-DYNAMICS SIMULATIONS OF THE . . .
Starting configurations were obtained using the meth
proposed by Kremer and Grest@33,36#. Before being sub-
jected to the Nose´-Hoover thermostat, each configuratio
thus generated was propagated in the microcanonical
semble (Q5`). At the beginning of this step the velocitie
were rescaled several times in order to come close to
desired temperature range. In the next equilibration step
thermostat was switched on, and the system was propag
until the mean square displacement of the centers of mas
the polymer chains had reached severalRg

2 , Rg denoting the
radius of gyration. At this time all measured correlators h
already decayed to zero.

In order to speed up computational efficiency, we appl
a linked cell scheme combined with a Verlet table@44#. Be-
cause of the Nose´-Hoover thermostat it was not possible
use a velocity Verlet algorithm; instead we used a Heun
gorithm @45# with a time step ofdt50.002.

All simulations in the NVT ensemble were performed u
ing 95 polymer chains, each consisting of ten monom
The volume was held constant atV51117.65 (r50.85).
Since the density was the same for all temperatures, it
not necessary to generate starting configurations at e
temperature, as it was for the simulations in the NpT
semble, but one could use the ones generated and eq
brated at another temperature and equilibrate them aga
the new temperature. Simulations were performed at t
peraturesT50.35, 0.38, 0.4, 0.45, 0.5, 0.6, 0.7, 1.0, and 2
For statistical reasons ten different configurations were si
lated at each temperature. The equilibration of a configu
tion at the lowest temperature required 303106 MD steps, or
almost two weeks of CPU time on an IBM Power PC f
each configuration.

Since in the simulations of the NpT ensemble we wan
to keep the average pressure atp51.0 at all temperatures
the situation differed from the one of the simulation of t
NVT ensemble. In a first step we used a MD algorith
which also allowed for volume fluctuations of the syste
@39,46#, to obtain the average density of the system a
certain temperature. These runs lasted up to 53106 MD
steps. Afterwards, in a procedure analogous to the one
scribed above, we used the found density to generate sta

FIG. 1. Velocity autocorrelation function with and without
~dashed line! Nosé-Hoover thermostat. The two lines are practica
identical, meaning that the thermostat has only a weak influenc
the Newtonian dynamics. Note that because we were u
Lennard-Jones units, all quantities shown are dimensionless.
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configurations which we used for NVT simulations. No
that we performed the simulations themselves at cons
volume, but this procedure made sure that the average p
sure was constant~within 5%! at all temperatures. This wa
done because NVT simulations are computationally more
ficient, and also because we observed better stability
NVT than for NpT simulations. At almost all temperature
we simulated 120 polymer chains, each consisting of
monomers. Furthermore, at each temperature ten diffe
configurations were simulated, and simulations were p
formed at temperaturesT50.48, 0.5, 0.52, 0.55, 0.6, 0.65
0.7, 1.0, and 2.0.

III. STATIC PROPERTIES

In this section we will discuss the static properties of t
melts as a function of temperature. The thermodynamic pa
for our cooling processes in the NVT and NpT ensembles
shown in Fig. 2. In the NVT ensemble we started our sim
lation at modestly high pressure at a high temperature. U
cooling, the pressure decreases, and becomes neg
around T50.7. This negative pressure has consequen
which we will discuss in detail when analyzing the structu
factor of the melt. In the NpT ensemble we keep the press
at an ambient value, and adjust the density upon cooling

A. Chain conformations

Let us now first look at the chain conformations up
cooling. The Hamiltonian we chose has no intramolecu
bond angle part, and therefore there is no tendency of
chains to become stiffer at lower temperatures. Conseque
the size of the chains varies very little in our whole tempe
ture range~Rg52.10 atT50.35, andRg52.23 atT52.0 in
the NVT ensemble, andRg52.09 atT50.48, andRg52.23
at T52.0 in the NpT ensemble!. In Fig. 3 we show the
behavior of the structure factor of the chains in the NV
ensemble for the lowest simulation temperature. Also
cluded is a Debye function@47# calculated with the indepen
dently measured radius of gyration. The good agreem
with the simulation data shows that the chains remain Ga
ian on the large scale over the whole temperature range.
stiffness parameterCN was in the range of 1.51 to 1.56.

on
g

FIG. 2. Thermodynamic paths for the cooling experiments
performed in the simulation.
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B. Packing behavior

The effect of the two competing length scales we int
duced into our model can be nicely seen by looking at
monomer-monomer pair correlation function shown in F
4. First of all we want to note that the pair correlation fun
tion shows no long-range ordering even at the lowest te
perature we studied. The nearest neighbor peak, which is
a diffuse peak aroundr 51.0 at high temperatures, splits
two upon cooling. The first of the peaks is due to the p
ferred intramolecular distance or bond lengthb50.96. The
second peak is the preferred nearest neighbor position in
minimum of the intermolecular Lennard-Jones interaction
r min521/6.

For the NVT ensemble this real space behavior transfo
into the structure factor of the melt shown in Fig. 5. T
amorphous structure is manifest here in the amorphous
aroundq56.9, which contains both intramolecular and i
termolecular nearest neighbor contributions. With decreas
temperature the short-range intermolecular order increa
and since this is the larger of the two length scales cont
uting to the amorphous halo, its position shifts to smalleq
values at first. At lower temperatures, however, this shif
reversed, and the peak moves to higherq values, as would be
expected for thermal contraction of the sample. In the sa
temperature range a small peak at very smallq values
(q'1.7) develops. Both effects result from a microvoid d
veloping in the system, because we are in a range of nega

FIG. 3. Structure factor of the chains for the lowest simulat
temperature. Also shown is the Debye function corresponding to
independently measured radius of gyration.

FIG. 4. Pair correlation function for the NVT simulations an
the range of indicated temperatures. Curves for lower tempera
are shifted upward.
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pressure where the system would be likely to contract int
dense melt, expelling the free volume. The microvoid, wh
contains up to around 5% of the simulation volume, can
identified both by visual inspection and numerical analys
The position of the smallq peak is related to the typica
diameter of a microvoid. For the NVT simulations, we ther
fore have to keep in mind that at the lowest temperatures
system is no longer homogeneous but contains a sm
amount of internal surfaces.

For the NpT simulations this effect is of course absent,
can be seen in Fig 6. In this case the structure factor sh
the behavior also seen experimentally, with the amorph
halo moving to largerq values due to the increased density
lower temperatures.

IV. DYNAMIC PROPERTIES

In this section we will look at the temperature dependen
of the largest relaxation time in the melt. For simple gla
forming liquids this is called thea-relaxation time. This is
the time scale at which a particle breaks free of the cage
its nearest neighbors, and large scale structural relaxa
becomes possible. For polymers then, this also is the t
scale on which local conformational rearrangements star
occur. The largest relaxation time in polymers, however
the time for the overall renewal of the chain conformatio
which is a factor ofN2 ~N being the number of monomers i
a polymer chain! larger for chains following Rouse dynamic
@48#, and a factor ofN3 for larger chains where reptatio

e

es

FIG. 5. Structure factor of the melt for a set of temperatures
the NVT simulations. Note the appearance of a small peak at loq
values aroundT50.6, which is due to the emergence of a micr
void in the system.

FIG. 6. Same as Fig. 5 for the NpT simulations.
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57 847MOLECULAR-DYNAMICS SIMULATIONS OF THE . . .
effects have to be taken into account@47#. The temperature
dependence of this longest relaxation time is determined
the temperature dependence of the prefactor in these sc
laws, which is the time scale for local conformation
changes, which, as discussed, is enslaved to thea process of
the structural relaxation.

A. Structural relaxation

We will discuss the structural relaxation in terms of t
incoherent intermediate dynamic structure factor

Fq~ t !5K 1

M (
i 51

M

eiq•@r i ~ t !2r i ~0!#L , ~7!

where M stands for the total number of monomers in t
melt. As can be seen in Fig. 7, which showsFq(t) at the
peak position of the static structure factor, the intermed
dynamic structure factor starts to exhibit a two step rel
ation process when lowering the temperature, the so-calleb
and a processes. In this paper we focus on the behavio
the long-timea process, and leave a detailed analysis of
b relaxation to a forthcoming publication.

Comparing the behavior of the NVT@Fig. 7~a!# and NpT
simulations@Fig. 7~b!#, we see that the slowing down of th
structural relaxation and the development of the two s
process occur for higher temperatures in the NpT ensem
The behavior ofFq(t) at the first minimum of the static

FIG. 7. Intermediate dynamic structure factor at the first ma
mum of the static structure factor for the NVT simulations~a! and
the same for the NpT simulations~b!.
y
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te
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p
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structure factor is qualitatively the same, with the plate
region occurring at a smaller value ofFq(t). We empirically
define ana-relaxation time scale by the requirement

Fq~ta!50.3. ~8!

In the undercooled liquid close to the mode coupling critic
temperature the time-temperature superposition principl
expected to hold. Figures 8~a! and 8~b! show that indeed we
find a superposition of thea-relaxation behavior for the NVT
simulation in the region 0.35,T,0.45; for the NpT simu-
lations this occurs in the range 0.48,T,0.6.

One generally also analyzes thea-relaxation behavior by
fitting the empirical Kohlrausch-Williams-Watts formula t
the data,

f ~ t !5Ae2~ t/t!b
. ~9!

In the temperature range where we found the tim
temperature superposition principle to hold, we find

b50.5660.04 ~NVT!; b50.760.08 ~NpT!. ~10!

The error bars are mostly due to the effect that one
changeb by almost 15% by changing the time interval ov
which one tries to fit the data. When one tries to fit t
behavior at higher temperatures, the resulting values fob
increase, approaching unity at high temperatures.

- FIG. 8. Same as Fig. 7, but with times scaled by thea-relaxation
time scale for the range of temperatures where the time-tempera
superposition holds.~a! NVT ensemble.~b! NpT ensemble.
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For thea-relaxation time scale the mode coupling theo
of the glass transition predicts a power law divergence

ta}~T2Tc!
2g. ~11!

Figure 9 shows that we indeed observe this behavior withTc
and g depending on the thermodynamic ensemble. For
NVT simulations we obtain Tc50.3260.01 and
g52.360.2, and for the NpT simulations we hav
Tc50.4560.01 andg51.9560.15. For our model we there
fore equilibrated our system to temperatures within 10%
Tc . Note that nearTc in the NpT ensemble the density
much higher than for our choice of density in the NVT e
semble, and thus the large difference ofTc is not unexpected

However, it should be mentioned that it is in princip
also possible to fit our data with the well-known Voge
Fulcher-Tammann~VFT! equation

FIG. 9. Critical behavior of thea-relaxation time scale close t
the respective critical temperatures,Tc50.32 in the NVT ensemble
and Tc50.45 in the NpT ensemble, plotted againstT2Tc . Open
diamonds are for the NVT ensemble, and closed diamonds are
the NpT ensemble.

FIG. 10. ta as measured in the NVT ensemble. Also shown
best fits with the VFT equation, and the predictions of MCT. T
temperature range is shifted byTc50.32 to show the similarity of
the predictions of the two equations for our data close toTc . Note
that very similar plots can be obtained for the quantities discus
in Fig. 12.
e

f

ta5t0 expS E

T2T0
D . ~12!

As can be seen in Fig. 10, we obtainT050.21560.02 and
E51.160.1 for the NVT simulations, andT050.3460.02
and E50.9360.1 for the NpT simulations. Close to th
mode coupling critical temperature the VFT curve is w
approximated by a power law divergence with exactly t
same critical temperature and exponent as obtained from
independent mode coupling fit. Very close toTc the VFT
curve flattens in comparison with the ideal mode coupling
This is again in accord with what would be predicted by
extended mode coupling analysis@22#, taking into account
structural decay via activated processes. It is also a beha
typically seen in experiment@49# and simulations@50#.

B. Polymer self-diffusion

The overall conformational relaxation of polymer mo
ecules can be conveniently analyzed by looking at their s
diffusion behavior@51#. For this purpose one can look at

g1~ t !5^@rN/2
j ~ t !2rN/2

j ~0!#2&, ~13!

which describes the mean square displacement of the i
monomers~j labels different polymer chains!. The analogous
quantity in the center-of-mass reference frame of chaij
@r cm

j (t) being the position of the center of mass of polymej
at time t# is

g2~ t !5^@rN/2
j ~ t !2r cm

j ~ t !2rN/2
j ~0!1r cm

j ~0!#2&. ~14!

The mean square displacement of the center of mass itse

g3~ t !5^@r cm
j ~ t !2r cm

j ~0!#2&. ~15!

Finally, the mean square displacement of monomers at
free ends of the chains, and the analogous quantity in
center-of-mass reference frame, are defined as

g4~ t !5^@rend
j ~ t !2rend

j ~0!#2& ~16!

g5~ t !5^@rend
j ~ t !2r cm

j ~ t !2rend
j ~0!1r cm

j ~0!#2&. ~17!

Figure 11~a! showsg1 to g5 measured atT51.0, and Fig.
11~b! the same quantities atT50.35 as measured in the NVT
ensemble. Forg1(t) one can distinguish several regimes. F
short timest,0.1 one observes a ballistic regime which
followed by a subdiffusive regime and finally a free diffusio
regime. Such a behavior is typical of polymer systems, an
predicted by many theories, e.g., the Rouse model. As ca
seen in Fig. 11~b!, the situation is a little bit different a
lower temperatures. The ballistic regime is now followed
a plateaulike regime which precedes the subdiffusive o
Such a plateau regime is typical for glass formers, and a s
of the onset of the structural arrest of the system. The he
of the plateau is closely related to the size of the cag
particle is trapped in. Another difference from high tempe
tures is that the subdiffusive regime stretches out far mor
time and, therefore, the free diffusion limit is reached on
after long simulation times.

The subdiffusive regime can be fitted using

g1~ t !5s2~W1t !x1. ~18!

or

e

d
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57 849MOLECULAR-DYNAMICS SIMULATIONS OF THE . . .
We obtainx150.6260.02 for all simulated temperature
g4(t) behaves similarly tog1(t). Here the diffusive regime
is preceded by a subdiffusive one as well, which can be fi
by

g4~ t !5s2~W4t !x4. ~19!

Again the exponent is approximately the same at all te
peratures. We findx450.6760.03.

If our model chains would exactly follow the Rouse pr
dictions, the local monomer mobilitiesW1 andW4 should be
equal, andx1 andx4 should be equal to 0.5. It is, however,
general finding from simulations that, for chains as short
ours, one generally observes a smeared out crossover be
ior @21# from short- to long-time diffusion instead of th
predicted Rouse exponent. At later times,g1(t), g3(t), and
g4(t) all show the expected simple diffusive behavior

gi~ t !56Dt, ~20!

where the self-diffusion constant is the same for alli . At
lower temperatures, especially forg1(t) andg4(t), it is very
hard to distinguish this regime from the preceding subdif
sive one.

FIG. 11. Mean square displacements as a function of time
T51.0 ~a! andT50.35 ~b!. g3 describes the center of mass of th
chain,g1 andg4 are center and end monomers, respectively, andg2

and g5 are the corresponding displacements in the center-of-m
reference frame. All quantities shown were measured in the N
ensemble.
d

-

s
av-

-

In Fig. 12,D(T), W1(T), andW4(T) are plotted agains
the temperature. As one sees for lower temperatures
quantities follow a power law behavior

D}~T2Tc!
g, ~21!

Wi}~T2Tc!
g, i 51,4. ~22!

The critical temperature and the exponent are, within a ra
of error, the same as those for thea-relaxation time scale in
the respective ensemble. This shows the coupling of the c
formational relaxation and diffusion of the polymer chains
the local structurala relaxation in the melt, as discussed
the beginning of this section. Note that it is again possible
fit the data with the VFT equation using the sameT0 andE
~within the range of error! as obtained when fitting thea-
relaxation times.

V. CONCLUSIONS

In this paper we have presented a molecular-dynam
simulation of the thermal glass transition in dense polym
melts. We have studied this transition at constant density
well as constant pressure. Our model is a coarse-gra
bead-spring model with nonlinear springs connecting mo
mers along a chain and Lennard-Jones interactions betw
all monomers. In order to introduce packing frustration in
the model, we chose incompatible length scales for in

r

ss
T

FIG. 12. Critical behavior of the self-diffusion coefficient an
the rate constants for the NVT~a! and NpT simulations~b!.
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molecular and intermolecular nearest neighbor distances
our results were obtained on well equilibrated samples.

We showed that the static structure factor of our chains
lengthN510 could be well described by a Debye function
all temperatures. The size of the chains is mostly tempera
independent, as we introduced no temperature depen
stiffness into the model. The two incompatible length sca
in the Hamiltonian can be seen in a split of the first neigh
peak of the monomer-monomer pair correlation function
low temperatures. For the constant volume simulation,
density we chose led to negative pressure forT,0.7. This
instability led to the buildup of microvoids taking up ap
proximately 5% of the simulation volume at low temper
tures. The observed negative pressure is an indication
the void formation process is not fully completed on the tim
scale of the simulation.

In this work we analyzed the glass transition in terms
the a-relaxation process. The divergence of thea-relaxation
time scale could be very well described by the power l
behavior predicted by MCT. Critical temperatures differ su
stantially, and power law exponents differ slightly betwe
cooling at constant volume and cooling at constant press
The divergence of thea-relaxation time scale also leads to
divergence of the largest relaxation time in the syste
o

.

o
E

o
E

ll

f
t
re
ent
s
r
t
e

at

f

-

re.

,

which is the Rouse time for the overall renewal of the ch
conformations. This divergence can be observed by look
at the mobility of monomers on intermediate length sca
~as measured by the rate constantsW1 andW4! and the cen-
ter of mass self-diffusion coefficient of the chains. All the
quantities follow power law singularities with values for th
critical temperatures and exponents in nice agreement
the behavior of thea-relaxation time scale. The divergenc
could be equally well described by a VFT fit to the data, a
it could be shown that close toTc the MCT power law sin-
gularity is a tangent approximation of the VFT curve.
detailed analysis of theb-scaling regime predicted by mod
coupling theory of the glass transition will be presented in
separate publication.
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